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The Exponential and Gamma Distributions



Learning Objectives

1. Understand the exponential distribution and its properties.

2. Understand the relationship between the exponential and
poisson distributions.

3. Understand the gamma distribution, and the important
iterations of it.

4. Understand the gamma function, and its properties.





The Exponential Distribution

▶ Many quantities are not symmetric and instead are heavily
skewed.

▶ It is common to represent these quantities using the
exponential distribution.

▶ The exponential distribution is characterized by a rate parameter, λ.

▶ It has density

f (x) = λ exp(−λx),
and is defined for x ≥ 0.

▶ It has E [X ] = 1
λ

and var(X ) = 1
λ2 .

▶ The CDF is given by F (x) = 1 − exp(−λx).
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The Exponential Distribtuion, Visually



Properties of the Exponential Distribution

▶ The exponential distribution exhibits a memoryless property

▶ We have that P(X ≥ a|X ≥ b) = P(X ≥ a − b).

▶ Knowing the elapsed time of the random variable is irrelevant - the
process constantly resets.

▶ The exponential is closely related to the poisson process.

▶ Events occur at a rate of α, so that their count is distributed as Poi(αt)
on an interval, t.

▶ The time between successive events follows an Exp(α) distribution.
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The Gamma Distribution
▶ The exponential distribution is a specific version of gamma

family distributions.

▶ The PDF for the gamma distribution is

f (x) = 1
βαΓ(α)xα−1 exp

−x
β

 .

▶ The two parameters are α (the shape) and β (the scale) parameter.
▶ Both parameters are strictly positive.
▶ We have that E [X ] = αβ and that var(X ) = αβ2.

▶ Γ(α) is called the gamma function and is defined as

Γ(α) =
∫ ∞
0 xα−1e−xdx .
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The Gamma Distribtuion, Visually



The Gamma Function
▶ The gamma function cannot be expressed in a closed form

analytic solution.

▶ For every α > 1, we have that Γ(α) = (α − 1)Γ(α − 1).

▶ Thus, if α is an integer, then Γ(α) = (α − 1)!.

▶ We also know that Γ(0.5) =
√

π.
▶ If the integral is stopped at x , this is known as the (lower)

incomplete gamma function.

γ(α, x) =
∫ x
0 xα−1e−xdx .

▶ The CDF of the Gamma is given by

FX (x) = 1
Γ(α)γ

α,
x
β

 .
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Relation to other Distributions

▶ The exponential distribution is equivalent to a gamma
distribution with α = 1 and β = 1

λ .

▶ If we take α = ν
2 and β = 2, the result distribution is called a

chi-square distribution (with ν degrees of freedom).

▶ The chi-square is an important distribution in statistics.

▶ We will often write X ∼ χ2
ν .

▶ If ν = 1, then the chi-square distribution is the distribution of Z 2, where
Z ∼ N(0, 1).
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Summary

▶ The exponential distribution is a useful distribution for
characterizing skewed data.

▶ The exponential distribution has closed form PDF, CDF,
expectation, and variance.

▶ The exponential distribution characterizes the between-event
times in a poisson process.

▶ The gamma distribution is a two-parameter distribution which
generalizes the exponential.

▶ The chi-square distribution is a specific case of the gamma
distribution.


	The Exponential and Gamma Distributions

